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Abstract—The problem of obtaining estimates of derivatives
with respect to parameters of mathematical expectations of
functionals of diffusion processes with absorbing boundary is
considered in the paper. The problem demands to obtain the
parametric derivatives of first exit times for the random pro-
cesses. These derivatives can be obtained from the differentiation
of the equation which is the result of applying the Ito’s formula
to some function that vanishes on the boundary. The problem
of differentiating the Ito integral, that arises here, is solved
by approximating the Wiener process by a Gaussian one with
exponential correlation function, consistent with the step length
of the Euler method.

Index Terms—diffusion process, first exit time, parametric
derivatives, exponential correlation function, Euler method.

I. INTRODUCTION

USually a study of a mathematical model is associated
with the investigation of the nature of dependence of the

model equations on the parameters. If the problem containing a
diffusion process with absorbing boundary are in the consider-
ation, then estimating the mean values of certain characteristics
of the model is always connected with the first exit time τ
of the process from the domain. This is due to the fact that
theoretically the process can exit from a bounded domain at
any time. Therefore, the first exit time of the diffusion process
is a random value which depends on the parameters, and it
is necessary to study this dependence. In particular, it is of
interest if it is possible evaluating derivatives of τ with respect
to the parameters. Evaluation of these derivatives is also
important in solution of problems of stochastic optimization
by gradient methods.

In [1] it was proposed an idea of finding estimates of the
parametric derivatives of τ from the equation that is result of
applying the Ito formula to a function g which vanishes on
the boundary. The main problem here was differentiation with
respect to upper limit of the stochastic integral over the Wiener
process. To overcome this difficulty there was suggested in
this paper to approximate the Wiener process in the stochastic
integral by a Gaussian process with an exponential correlation
function and use the Euler method for the numerical solution
of the stochastic differential equation (SDE). Wherein this
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correlation function matched with the length of the step in the
Euler method. In this paper, the method [1] has been further
promoted and more fully justified.

In [2], [3] a variant of the method is considered when the
function g vanishes on the boundary together with its first
derivatives, but this option requires more stringent constraints
on the smoothness of the input data.

II. STATEMENT OF THE PROBLEM

Let G ⊂ Rd be a bounded domain with regular boundary
∂G. We suppose that we are given a complete filtered probabil-
ity space (Ω,F ,Ft, P ), t ≥ 0. Let W· be given d-dimensional
Wiener process W· which is measurable at any t ≥ 0 with
respect to Ft and Ws −Wt for s > t is independent on σ-
algebra Ft. Let us denote Et,x a mathematical expectation
with respect to the probability measure that corresponds to the
random process initiating from the point x at the time item t.
Let us introduce for a given time segment [0, T ] a space of
random functions h(t) which are measurable at each t ∈ [0, T ]
with respect to Ft and which have with probability one the

finite integral
T∫
0

g2(t)dt.

We also enter into consideration QT = (0, T )×G a cylinder
in R+×Rd and an open set U ⊂ Rm. For x ∈ G and t ∈ [0, T )
we define a d-dimensional diffusion process X· which depends
on vector parameter θ ∈ U , and this process is described by
the following SDE

Xs(θ) = x+

s∫
t

a(v,Xv(θ), θ)dv+

s∫
t

σ(v,Xv(θ), θ)dWv (1)

where a : [0,∞)×Rd×U → Rd and σ : [0,∞)×Rd×U →
Rd×d are measurable functions.

We assume that that the following condition holds for the
coefficients of the equation (1).

(A) the functions a, σ are bounded and there exists a
constant K such that for all θ ∈ U , v ≥ 0, x, y ∈ Rd,
i, j ∈ {1, . . . , d} the following inequality is valid

|ai(v, x, θ)−ai(v, y, θ)|+|σij(v, x, θ)−σij(v, y, θ)| ≤ K|x−y|.

It is supposed in the paper that the absorbing boundary
condition holds, i.e. each path of X· ends when the given
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time interval [0, T] exhausted, or the boundary ∂G reached.
For such diffusions there are many applications when it is
necessary to evaluate expectations of the type

u(t, x, θ) = Et,x
[
ϕ(XT (θ), θ)χτ>T

+ψ(τ,Xτ , θ)χτ<T +

T∧τ∫
t

f(v,Xv(θ), θ)dv
]
, (2)

where τ = inf{v| v > t, Xv /∈ G} is the first exit time of
the process X· from G; χA is the set indicator function of a
set A.

It is known that for any fixed θ ∈ U under some the value
(2) at the point (t, x) ∈ QT coincides with a solution of the
parabolic boundary value problem

Lu+ f(t, x, θ) = 0, t ∈ (0, T ), (t, x) ∈ QT , (3)
u(T, x, θ) = ϕ(x, θ), x ∈ G, (4)
u(t, x, θ) = ψ(t, x), (t, x) ∈ ST , (5)

where ST = (0, T )× ∂G.
The operator L in the equation (3) is defined as

L ≡ ∂t +
1

2

d∑
i,j=1

bij(t, x, θ)∂
2
xi,xj +

d∑
i=1

ai(t, x, θ)∂xi , (6)

where bij the elements of the matrix B ≡ σσ∗.
Sufficient conditions for existence and uniqueness of the

solution of the problem can be found in [4].
We introduce the following assumptions providing existence

and uniqueness of the solution of the problem (3) — (5)
and the possibility of differentiation of the mathematical
expectation (2):

(B) the matrix function B(t, x, θ) in (6) satisfies for all
(t, x) ∈ QT , θ ∈ U to the condition:

B(t, x, θ) > α0I (7)

for some α0 > 0.

(C) the derivatives
∂a
∂x ,

∂2a
∂x2 ,

∂a
∂θi
, ∂2a

∂x∂θi
, ∂σ

∂x ,
∂2σ
∂x2 ,

∂σ
∂θi
, ∂2σ

∂x∂θi
, ∂a

∂t ,
∂σ
∂t

are bounded and continuous in [0,∞)×Rd × U ;

(D) there exist continuous derivatives ∂ϕ
∂x

∂ϕ
∂θ for all

(x, θ) ∈ Q× U ;

(E) the function f is continuous on [0, T ] × QT for all
θ ∈ U and there exist continuous derivatives ∂f

∂x
∂f
∂θ for all

(t, x, θ) ∈ QT × U .

III. APPLYING THE EULER METHOD FOR THE NUMERICAL
APPROXIMATION OF THE FUNCTIONAL

We define on the interval [t, T ] a grid with knots ti = t+hi
(i = 0, . . . , N), h = T−t

N . The approximation of a random
process, obtained by the Euler method, will be denoted by a
bar above. Value of a function at a grid point will be denoted
by the superscript that is equaled to the corresponding node
number.

Using the notation adopted above, we write the Euler
scheme of calculations

Xtn+1 = Xtn + han +
√
h

d∑
j=1

σnj ξ
n
j , (8)

where σnj is j-th column of the matrix σn; ξnj are independent
standard normal random variables.

Let us denote by τN = inf{ti : Xti /∈ G} and by iτ the
corresponding node number, i.e. tiτ = τN .

For all (t, x) ∈ (t, T )×G we will define the approximated
values u(t, x) by the formula

uN (t, x) = Et,x
[
ϕ(XtN )χτN>tN + ψ(τN , XtN )χτN>tN

+
N−1∑
i=0

χτN>tif(ti, Xti)(ti+1 − ti)
]
. (9)

IV. DETERMINATION OF ∂u/∂θ

Further for simplicity we assume that θ is a scalar parameter
and U ⊂ R is an interval. Sometimes for brevity formulas the
argument θ is omitted.

Let us differentiate (2) with respect to θ

∂u

∂θ
(t, x) = Et,x

[(∂ϕ
∂x

(T,XT , θ)ZT +
∂ϕ

∂θ
(T,XT , θ)

)
χτ>T

+
(∂ψ
∂x

(τ,Xτ , θ)Zτ +
∂ψ

∂θ
(τ,Xτ , θ)

)
χτ<T

+

T∧τ∫
t

(∂f
∂x

(v,Xv, θ)Zv +
∂f

∂θ
(v,Xv, θ)

)
dv
]

+ Φ(θ) , (10)

where

Φ(θ) := lim
∆θ→0

Et,x

(
τ(θ + ∆θ)− τ(θ)

∆θ

(
f(τ,Xτ )

+
∂ψ

∂t
(τ,Xτ )

)
χτ<T

)
. (11)

Our main problem in the paper is to prove that the limit (11)
exists and to obtain a formula of ∂u/∂θ which does not contain
the derivative ∂τ/∂θ.

The process

Zs(θ) =

s∫
t

(
∂a

∂x
Zv(θ) +

∂a

∂θ

)
dv+

s∫
t

(
∂σ

∂x
Zv(θ) +

∂σ

∂θ

)
dW (v)

(12)
is mean-square derivative ∂X·

∂θ . It is known that the assump-
tions made previously ensure existence of this derivative [5],
and it can be obtained from the SDE system (1), (12).

In the book [6] it is considered a possibility of change of
white noise in the Wiener integral by a stationary Gaussian
process λ having an exponential correlation function

Rλ(t1, t2) = D · exp(−β|t2 − t1|) (13)

with sufficiently small correlation time.
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In according to [7] a Gaussian process λ with zero expecta-
tion and exponential correlation function can be obtained from
the SDE

dλ = −βλdv + ϑdW (v) , (14)

where λ(0) = λ0 is a Gaussuan random value with zero
expectation and variance equaled to ϑ2

2β . At this λ0 the process
λ has constant disperion which is equald to D = ϑ2

2β .
The exact solution of the SDE (14) is the following

λ(t) = e−βtλ0 + e−βt
t∫

0

eβsϑdW (s). (15)

To obtain estimates of expectation of the functional contain-
ing derivatives of τ with respect to θ, we use this type random
processes for a change white noises in the Wiener integral.

Let f ∈ H2[0, T ]. We consider the integrals
IW ≡

∫ T
0
f(v)dW (v) and Iλ ≡

∫ T
0
f(v)λvdv as integrals

defined in the mean-square sense.
We approximate the integrals IW and Iλ by the correspond-

ing integral sums defined on the uniform grid with the step
h = T

N . So, IhW (f) ≡
∑N−1
n=0 f(tn)∆Wtn where ∆Wtn =

W (tn+1)−W (tn), and Ihλ (f) ≡ h
∑N−1
n=0 f(tn)λ(tn+1). It is

assumed that f(t0) is nonrandom or random value independent
of λ0.

It is shown in the theorem below that at specified parameters
of the process λ the convergence in distribution of the integral
sums Ihλ (f) to the integral sums IhW (f) is possible.

Theorem 1: Let the process λ is a solution of the SDE

dλ = −βλdv +

√
2β

h(1− e−2βh)
dW (v). (16)

Then for a given h > 0 the following representation of λ
values at the grid points is valid

λ(tn) = εn +
1√
h
ξn, n = 1, . . . , N,

where εn are normal random variables having zero expecta-
tion and variance exp(−2βh)

h
(

1−exp(−2βh)
) ; ξn are mutually indepen-

dent normal N(0, 1) random values. In this case, there is a
convergence in distribution Ihλ (f)→ Ihw(f) at β →∞.

Proof. We will define the parameter ϑ in (14) so that the
approximate equality with sufficient accuracy is valid

ĥλ((n+ 1)h) ≈ h 1
2 ξn, (17)

where ξn are mutually independent N(0, 1) normal random
values. At the same time we note that λ((n + 1)h) are
correlated normally distributed random values.

Let us take t = (n+ 1)h in(15) and represent λ((n+ 1)h)
in the following sum

λ((n+ 1)h) = εn + γn, (18)

where

εn = e−β(n+1)hλ0 + e−β(n+1)h

nh∫
0

eβsϑdW (s) ,(19)

γn = e−β(n+1)h

(n+1)h∫
nh

eβsϑdW (s) . (20)

The random values εn are correlated , they are normally
distributed, have zero expectation and the variance Dεn =

e−2βh ϑ2

2β . The random values γn are independent and normally
distributed with zero expectation and the variance Dγn =
ϑ2

2β (1− e−2βh).
We define ϑ from the condition of the second moments

equality
h2E(γn)2 = E

(
∆W (tn)

)2
= h. (21)

Using the property of the second central moment of an integral
over the Wiener process we obtain the equality

h2E(γn)2 = h2e−2β(n+1)h

(n+1)h∫
nh

e2βsϑ2ds =

(n+1)h∫
nh

ds.

(22)

Hence, we obtain ϑ =

(
2β

h
(

1−e−2βh
)) 1

2

. At this value ϑ the

random values hγn and ∆w(tn) are identically distributed, and
the variance εn is equaled to e−2βh

h(1−e−2βh)
. It is evident that

by increasing β at the fixed value h it possible to decrease
the contribution of the random value εn into λ((n + 1)h),
and respectively to decrease error δ obtained as the result of
replacing ∆w(tn) on hλ((n + 1)h). This error is defined by
the random values εn and it is equaled to

δ = h
N−1∑
n=0

f(tn)εn. (23)

It follows from the definition εn in (19) that, as β → ∞
the mathematical expectation δ goes to zero. Indeed, because
the function f a.s. bounded on [0, T ] (as f ∈ H2[0, T ]) then
with probability one max

n
f2(tn) ≤ Cf for some Cf > 0.

Using the Cauchy-Bunyakovskii inequality for mathematical
expectations, we have

E|δ| ≤ h
N−1∑
n=0

E|f(tn)εn| ≤ h
N−1∑
n=0

(
E|f(tn)|2

) 1
2
(
E|εn|2

) 1
2

≤ C
1
2

f

Te−βh√
h(1− e−2βh)

→ 0 β →∞. (24)

Let us consider the variance of δ

Dδ = h2E
[N−1∑
n=0

f2(tn)ε2
n +

∑
i6=j

f(ti)f(tj)εiεj)
]
. (25)

The following inequality for E[f2(tn)ε2
n], n = 0, . . . N − 1

is valid

E[f2(tn)ε2
n] ≤ Cf

e−2βh

h(1− e−2βh)
. (26)
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Then we define an evaluation of E[f(ti)f(tj)εiεj ] (i, j =
0, . . . , N ; i 6= j). With the help of the Cauchy-Bunyakovskii
inequality we have

E[f(ti)f(tj)εiεj ] ≤ Cf
(
E[ε2

i ε
2
j ]
) 1

2 (27)

Let us write the expression for ε2
i ε

2
j

ε2
i ε

2
j = e−2β(i+j+2)h

[
λ4

0 + 2λ3
0

[ ih∫
0

eβsϑdWs +

jh∫
0

eβsϑdWs

]
+ λ2

0

[( ih∫
0

eβsϑdWs

)2

+
( jh∫

0

eβsϑdWs

)2]

+4λ2
0

( ih∫
0

eβsϑdWs

)( jh∫
0

eβsϑdWs

)

+2λ0
2
[( ih∫

0

eβsϑdWs

)( jh∫
0

eβsθdWs

)2

+
( ih∫

0

eβsϑdWs

)2( jh∫
0

eβsϑdWs

)]

+
( ih∫

0

eβsϑdWs

)2( jh∫
0

eβsϑdWs

)2
]
. (28)

Hence we obtain the expectation of ε2
i ε

2
j

E[ε2
i ε

2
j ] = e−2β(i+j+2)h ϑ

4

4β2

[
e2βih + e2βjh + 7e2β(i∧j)h

+(e2β(i∧j)h − 1)(e2β(i∨j)h − e2β(i∧j)h)− 6
]

= e−4βh ϑ
4

4β2
+Rij , (29)

where Rij are infinitesimal (at large values βh) compared to
e−4βh.

Thus, based on (27), (29), we obtain the inequality

E[f(ti)f(tj)εiεj ] ≤ Cf
e−2βh

h(1− e−2βh)
. (30)

We obtain from (25), (26), (30) the estimate of the variance
of δ

Dδ ≤
CfT

2e−2βh

h(1− e−2βh)
(31)

It follows from E|δ| → 0 and Dδ → 0 under β → ∞ a.s.
convergence δ → 0 when β →∞.

Because Ihλ (f) = δ + h
∑N−1
i=0 f(tk)γk, the sum

h
∑N−1
i=0 f(tk)γk is distributed as well as Ihw(f) and

δ → 0 a.s. when β →∞ (hence convergence in probability).
Then based on Remark 5 on the page 124 [8] Ihλ (f)→ Ihw(f)
when β →∞ in distribution. The proof is complete.

Because the normal distribution is uniquely determined by
its expectation and variance, the random values hγn with

defined parameter ϑ from the condition (21) can be considered
as increments of the Wiener process.

Let W γ be designation of this process. Similarly,
for an arbitrary set of points {t1, . . . , tn} ⊂ [0, T ]
increments W γ are defined as ∆W γ

tk−tk−1
≡(

2β(tk−tk−1)

1−e−2β(tk−tk−1)

) 1
2

e−βtk
∫ tk
tk−1

eβsdWs.

Random values ∆W γ
tk−tk−1

are independent for disjoint in-
tervals, they are normally distributed with zero expectation and
variance tk−tk−1, i.e. they are distributed as increments of the
Wiener process. Hence, finite-dimensional distributions W γ

coincide with finite-dimensional distributions of the Wiener
process. Set of finite-dimensional distributions of the random
process completely define its properties. By the theorem of
Kolmogorov (see, for example, [9], page 110) there is a
random process on [0, T ] that has the same finite-dimensional
distributions as W γ . We will for him to use the same notation
W γ . The process W γ is the Wiener process.

Note, if increments of the random process are modeled
using λ instead of the Wiener process on a non-uniform grid,
then the variance of W γ must change according to the length
of the step of the grid. Therefore, it is necessary to define a
new process λ with parameter ϑ corresponding to the new step
length when the step of grid changes. With this, new process
λ starts to move from the node in which the step changes.

It is shown in the next theorem that Ito’s integral∫ t
0
f(v)dW γ(v) can be approximated by the integral of the

type
∫ t

0
f(v)λvdv.

Theorem 2: Let f : [0, T ] × Ω → R be a random function
from H2[0, T ]. Then for any ε > 0 the parameters of λ can
be defined so that for each t ∈ [0, T ] the following inequality
is valid

E
∣∣∣ t∫

0

f(v)dW γ(v)−
t∫

0

f(v)λ(v)dv
∣∣∣ ≤ ε.

Proof. Because f ∈ H2[0, T ] there is a sequence of step
functions fm that it takes place the mean-square convergence

∣∣∣ t∫
0

fm(v)dW γ(v)−
t∫

0

f(v)dW γ(v)
∣∣∣2 → 0 m→∞, (32)

And there are many ways to construct such a sequence. Any
function fm from the sequence of step functions corresponds
a grid 0 = t0 < t1 < . . . < tN = T . We will consider in
the theorm a sequence of step functions defined on uniform
grids. Each function fm we assign an integer Nm such that
the corresponding step is defined from the equality hm = T

Nm
.

And it is supposed that Nm →∞ as m→∞.
Each m specifies a step function fm that is defined for any

t ∈ [0, T ] as follows:

fm(t, ω) =

nt−1∑
n=0

f(tn, ω)χt∈∆tn + f(tnt , ω)χt≥tnt ,
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where nt = [ t
hm

]; ∆tn = [tn, tn+1). And the integral Ito
over Wiener process is continuous function with respect to
t ∈ [0, T ] and it is defined by the equality

IWγ (t) ≡
t∫

0

fm(v)dW γ(v) =
∑
n<nt

f(tn, ω)∆W γ
tn+1−tn

+f(tnt , ω)∆W γ
t−tn , (33)

where∆W γ
u−v ≡ wγ(u) − wγ(v) =

√
2β(u−v)

1−e−2β(u−v) e
−βu ·

u∫
v

eβsdW (s). For any β > 0 and u > v the random value

∆W γ
u−v is normally distributed and ∆W γ

u−v ∈ N(0, (u −
v)0.5). It follows from the Cauchy-Bunyakovskii inequality
for mathematical expectations and mean-square convergency
(32) that for a given ε > 0 there exists an integer number
m1(ε) such that for m ≥ m1(ε) the inequalities hold

E
∣∣∣ t∫

0

f(v)dW γ(v)−
t∫

0

fm(v)dW γ(v)
∣∣∣ ≤

(
E
∣∣∣ t∫

0

f(v)dW γ(v)−
t∫

0

fm(v)dW γ(v)
∣∣∣2) 1

2 ≤ ε

9
. (34)

Using the random values γn defined for an uniform grid by
the equality (20), the integral of fm over the process W γ can
be represented as follows:

t∫
0

fm(v)dW γ(v) = hm

nt−1∑
n=0

f(tn)γn + (t− tnt)f(tnt)γ̃nt ,

(35)
where γ̃nt ∈ N

(
0, 1

(t−tnt )1/2

)
.

In (35) the length of the last step is less than hm. Therefore,
in accordance with the comments regarding the non-uniform
grids made before the statement of this theorem it should
define for tnt < t < tnt + hm the process λ with parameters
corresponding to the length of the segment [0, t − tnt ]. This
process denoted as λ̃ is defined by the equation

λ̃t−tnt = e−β(t−tnt )λ̃tnt +

√
2β

(t− tnt)(1− e−2β(t−tnt ))

×e−β(t−tnt )

t−tnt∫
0

eβsdW (s+ tnt), (36)

where λ̃tnt is a normal distributed random value with zero
expectation and the variance 1

(t−tnt )(1−e
−2β(t−tnt ))

.
We obtain from (18), (35) the following

hm

nt−1∑
n=0

f(tn)λ(tn+1) + (t− tnt)f(tnt)λ̃(t− tnt)

= hm

nt−1∑
n=0

f(tn)εn + (t− tnt)f(tnt)e
−β(t−tnt )λ̃tnt

+

T∫
0

fm(v)dW γ(v). (37)

As it follows from the proof of the theorem 1, the presence
the factor exp(−βhm) in the random values εn entails con-
vergence to zero as β → ∞ of the variance of the random

value hm
nt−1∑
n=0

f(tn)εn .

Let us show that for any t ∈ [tnt , tnt + hm] the variance
of ε̃t ≡ (t − tnt)f(tnt)e

−β(t−tnt )λ̃tnt converges to zero as
β →∞.

Indeed, the variance of ε̃t is

Dε̃t = f2(tnt)
(t− tnt)e−2β(t−tnt )

1− e−2β(t−tnt )
. (38)

The limit (38) under t↘ tnt can be defined using L’Hopital’s
rule, and it is equaled f2(tnt )

2β .
The derivative Dε̃t with respect to t is defined from the

equality

(Dε̃t)
′
t = f2(tnt)e

−2β(t−tnt )
1− 2β(t− tnt)− e−2β(t−tnt )

(1− e−2β(t−tnt ))2
.

(39)
From (39) it is clear that the derivative of the function

Dε̃t becomes negative on the half-interval (tnt , tnt + hm].
Therefore, the variance of ε̃t decreases on (tnt , tnt + hm],
and its values do not exceed f2(tnt )

2β . Because f2(tnt) is a.s.
bounded, it takes place the convergence Dε̃t → 0 as β →∞.
From this fact and from the theorem 1 it follows that the
variance of the random value

h

nt−1∑
n=0

f(tn)εn + (t− tnt)f(tnt)e
−β(t−tnt )λ̃tnt

converges to zero as β → ∞. Consequently, there is a
convergence

E
∣∣∣h nt−1∑

n=0

f(tn)εn+(t−tnt)f(tnt)e
−β(t−tnt )λ̃tnt

∣∣∣→ 0 β →∞

(40)
because the following inequality is valid

E
∣∣∣h nt−1∑

n=0

f(tn)εn + (t− tnt)f(tnt)e
−β(t−tnt )λ̃tnt

∣∣∣ ≤
(
E
∣∣∣h nt−1∑

n=0

f(tn)εn + (t− tnt)f(tnt)e
−β(t−tnt )λ̃tnt

∣∣∣2) 1
2

.

(41)

Therefore, there exists β(ε) that under β > β(ε) it follows
from (37) and (40)

E
∣∣∣hm nt−1∑

n=0

f(tn)λ(tn+1) + (t− tnt)f(tnt)λ̃(t− tnt)

−
T∫

0

fm(v)dW γ(v)
∣∣∣ = E

∣∣∣hm nt−1∑
n=0

f(tn)εn

+(t− tnt)f(tnt)e
−β(t−tnt )λ̃tnt

∣∣∣ ≤ ε

9
. (42)
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By definition, the integral
∫ T

0
f(s)λ(s)ds is a mean-square

limit of integrals of step functions. Therefore, there exits an
integer m2(ε) that under m > m2((ε) the following inequality
is valid

E
∣∣∣ T∫

0

f(s)λ(s)ds− hm
nt−1∑
n=0

f(tn)λ(tn+1)

+(t− tnt)f(tnt)λ̃(t− tnt)
∣∣∣ ≤ ε

9
. (43)

From the inequalities (34), (42), (43), in which β ≥ β(ε)
and m ≥ max

(
m1(ε),m2(ε)

)
, it follows

E
∣∣∣ T∫

0

f(v)dW γ(v)−
T∫

0

f(v)λ(v)dv
∣∣∣ ≤ ε.

The proof is completed.

Further we use two lemmas from [3].
Lemma 1: . For any integer p ≥ 1

Et,x|τ(θ + ∆θ)− τ(θ)|p → 0 as ∆θ → 0 . (44)

Lemma 2: There exists a constant K > 0, such that, as
∆θ → 0

Et,x

∣∣∣τ(θ + ∆θ)− τ(θ)

∆θ

∣∣∣ < K. (45)

For a function r(x, θ) such that r ∈ C1(Rd+1 → R) we use
the designation d

dθ r(X·(θ), θ) = ∂r
∂x

∂X·(θ)
∂θ + ∂r

∂θ where ∂X·(θ)
∂θ

is a mean-square derivative.
We shall now proceed to the construction of a method for the

determination of estimates of functional (2) using the change
the Ito integral over Wiener process by the integral of the type∫ T

0
f(s)λ(s)ds.

It is further assumed that the processes X·, Zs(θ) are
defined on the base of the Wiener process W γ , i.e. X·, Zs(θ)
are solutions of the equations:

Xs(θ) = x+

s∫
t

a(v,Xv(θ), θ)dv+

s∫
t

σ(v,Xv(θ), θ)dW
γ(v)

(46)

Zs(θ) =

s∫
t

(
∂a

∂x
Zv(θ) +

∂a

∂θ

)
dv

+

s∫
t

(
∂σ

∂x
Zv(θ) +

∂σ

∂θ

)
dW γ(v) (47)

We define a multidimensional stationary Gaussian process
λ = (λ1, . . . , λd). Each component λj , j = 1, . . . , d is a
solution of the equation

dλj = −βλjdv + ϑdWj(v) , (48)

where λj(0) = λj0 is a Gaussian random value with zero
expectation and the variance ϑ2

2β .
The formula for ∂u/∂θ in the next theorem can be considered

as a variant of the main result in [3], but it was obtained under
less restrictive conditions than in [3] on the smoothness of the
solved problem.

Theorem 3: Let g(t, x) be a function twice continuously
differentiable with respect to x and continuously differentiable
with respect to t. The function g vanishes on ∂G, and Lg is
not equaled to zero on ∂G.

Let the coefficients of the SDE (1) and the functions ϕ, f
satisfy to the conditions (A) — (E).

Then estimates of ∂u
∂θ can be obtained from the equation

∂u

∂θ
(t, x) = Et,x

[(∂ϕ
∂x

(T,XT , θ)ZT +
∂ϕ

∂θ
(T,XT , θ)

)
χτ>T

+
(∂ψ
∂x

(τ,Xτ , θ)Zτ +
∂ψ

∂θ
(τ,Xτ , θ)

)
χτ<T

+

T∧τ∫
t

(∂f
∂x

(v,Xv, θ)Zv +
∂f

∂θ
(v,Xv, θ)

)
dv
]

(49)

−
(f(τ,Xτ ) + ∂ψ

∂t (τ,Xτ )

R(τ,Xτ )

τ∫
t

d

dθ
R(v,X(v))dv

)
χ(τ < T )) (50)

where

R(v,X(v)) =
(
Lg +

∑
ij

∂g

∂xi
σijλj

)∣∣∣∣∣
(v,X(v))

, (51)

λj is a solution of the SDE

dλj = −βλjdv +

√
2β

h(1− e−2βh)
dWj(v), (52)

β is a constant such that β � 1
h .

Proof. We introduce the designation Rµj (v, θ) =∑
l

∂µ(Xv(θ))
∂xl

·σlj(v,Xv(θ), θ) for a function µ ∈ C1
(
R ×

Rd → R
)
.

Applying the Ito formula to g(t, x) we obtain the equality:

0 = g(t, x) +

τ∫
t

Lg(v,Xv)dv +

τ∫
t

∑
j

RgjdW
γ
j (v) (53)

We add and subtract in (53) the integral
τ(θ)∫
t

∑
j

Rgj (v, θ) ·

λj(v)dv and rewrite this equation as follows:

0 = g(t, x) +

τ∫
t

R(v,X(v))dv +

τ∫
t

∑
j

Rgj (v, θ)dW
γ
j (v)

−
τ∫
t

∑
j

Rgj (v, θ)λj(v)dv. (54)
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We designate τ̃(θ,∆θ) ≡ τ(θ)∧τ(θ+∆θ). Using equations
obtained from (54) for θ and θ + ∆θ we write the equality

0 = 1
∆θ

[ τ̃(θ,∆θ)∫
t

(R(v,Xv(θ + ∆θ), θ + ∆θ)−R(v,Xv(θ), θ)) dv

+
τ(θ+∆θ)∫
τ̃(θ,∆θ)

R(v,Xv(θ + ∆θ), θ + ∆θ)dv −
τ(θ)∫

τ̃(θ,∆θ)

R(v,Xv(θ), θ)dv

+
τ̃(θ,∆θ)∫
t

∑
j

Rgj (v, θ + ∆θ)dW γ
j (v)

−
τ̃(θ,∆θ)∫
t

∑
j

Rgj (v, θ + ∆θ)λj(v)dv

−
τ̃(θ,∆θ)∫
t

∑
j

Rgj (v, θ)dW
γ
j (v) +

τ̃(θ,∆θ)∫
t

∑
j

Rgj (v, θ)λj(v)dv

+
τ(θ+∆θ)∫
τ̃(θ,∆θ)

∑
j

Rgj (v, θ + ∆θ)dW γ
j (v)

−
τ(θ+∆θ)∫
τ̃(θ,∆θ)

∑
j

Rgj (v, θ + ∆θ)λj(v)dv

−
τ(θ)∫

τ̃(θ,∆θ)

∑
j

Rgj (v, θ)dW
γ
j (v) +

τ(θ)∫
τ̃(θ,∆θ)

∑
j

Rgj (v, θ)λj(v)dv
]
.

(55)
Let us multiply (55) by χτ<T

f(τ,Xτ )+ ∂ψ
∂t (τ,Xτ )

R(τ,Xτ ) where τ
is taken at the parameter value θ. Then we consider a limit
as ∆θ → 0 of the expectation of the right-hand send of the
obtained equality.

Let us show that

lim
∆θ→0

Et,x

[
χτ(θ)<T

f(τ,Xτ ) + ∂ψ
∂t (τ,Xτ )

R(τ,Xτ )
·

τ̃(θ,∆θ)∫
t

R(v,Xv(θ + ∆θ), θ + ∆θ)−R(v,Xv(θ), θ)

∆θ
dv
]

= Et,x

[
χτ(θ)<T

f(τ,Xτ ) + ∂ψ
∂t (τ,Xτ )

R(τ,Xτ )
·

τ(θ)∫
t

d

dθ
R(v,Xv(θ), θ)dv

]
. (56)

For this object we write the inequality which is followed
from the fact that the random value χτ(θ)<T

f(τ,Xτ )+ ∂ψ
∂t (τ,Xτ )

R(τ,Xτ )
is a.s. bounded.

∣∣∣Et,x[χτ(θ)<T

f(τ,Xτ ) + ∂ψ
∂t (τ,Xτ )

R(τ,Xτ )
·

( τ̃(θ,∆θ)∫
t

R(v,Xv(θ + ∆θ), θ + ∆θ)−R(v,Xv(θ), θ)

∆θ
dv

−
τ(θ)∫
t

d

dθ
R(v,Xv(θ), θ)dv

)]∣∣∣ ≤ C T∫
t

∣∣∣Et,x[χv<τ̃(θ,∆θ) ·

(R(v,Xv(θ + ∆θ), θ + ∆θ)−R(v,Xv(θ), θ)

∆θ

− d

dθ
R(v,Xv(θ), θ)

)]∣∣∣dv
+C
∣∣∣Et,x[ τ(θ)∫

τ̃(θ,∆θ)

d

dθ
R(v,Xv(θ), θ)dv

]∣∣∣, (57)

where C = sup
(v,x,θ)∈[0,T ]×∂G×U

∣∣∣ f(v,x,θ)+ ∂ψ
∂t (τ,Xτ )

R(v,x,θ)

∣∣∣ .

The derivatives of ai, σij , g x, θ are continuous in G
and hence they are bounded , then for X· the conditions of
mean-square differentiability with respect to θ are met. The
processes λj have a bounded variance on [0, T ] and do not
dependent on θ, therefore it is easy to show that the first term
in the right-hand side of (57) converges to zero as ∆θ → 0.

Let us show that the second term in the right-hand side (57)
converges to zero as ∆θ → 0. It follows by the definition of
the function R that

τ(θ)∫
τ̃(θ,∆θ)

d

dθ
R(v,Xv(θ), θ)dv =

τ(θ)∫
τ̃(θ,∆θ)

d

dθ
Lg(v,Xv(θ), θ)dv +

τ(θ)∫
τ̃(θ,∆θ)

∑
i,j

d

dθ

( ∂g
∂xi

σij(v,Xv(θ), θ)
)
λj(v)dv. (58)

Because the derivatives of Lg are continuous in G, the
value d

dθLg(v,Xv(θ), θ) is bounded. Therefore, mathematical
expectation of the first term in the right-hand side of (58)
converges to zero as ∆θ → 0 by Lemma1

∣∣∣Et,x[ τ(θ)∫
τ̃(θ,∆θ)

d

dθ
Lg(v,Xv(θ), θ)dv

]∣∣∣ ≤ C1Et,x

∣∣∣τ(θ)− τ̃(θ,∆θ)
∣∣∣

≤ C1Et,x
∣∣∆τ ∣∣→ 0 ∆θ → 0 ,

where C1 = sup
(v,x,θ)∈[0,T ]×∂G×U

∣∣∣ ddθLg(v,Xv(θ), θ)
∣∣∣, ∆τ =

τ(θ + ∆θ)− τ(θ) .
The convergence of the expectation of the second term in

(58) as ∆θ → 0 follows from the inequalities

Et,x

[ τ(θ)∫
τ̃(θ,∆θ)

∑
i,j

d

dθ

( ∂g
∂xi

σij

)
λjdv

]

≤
∑
i,j

Et,x

[( τ(θ)∫
τ̃(θ,∆θ)

( d
dθ

( ∂g
∂xi

σij

))2

dv
) 1

2
(τ(θ)∫
τ̃(θ,∆θ)

λ2
jdv
) 1

2
]

≤
∑
i,j

[
Et,x

τ(θ)∫
τ̃(θ,∆θ)

( d
dθ

( ∂g
∂xi

σij

))2

dv
] 1

2 ·
[
Et,x

τ(θ)∫
τ̃(θ,∆θ)

λ2
jdv
] 1

2

≤ C2

(∑
j

T∫
t

Et,xλ
2
jdv
)
Et,x

(
τ(θ)− τ̃(θ,∆θ)

) 1
2 → 0 (59)

as ∆θ → 0,where C2 = max
i, j = 1, . . . , d

(v, x, θ) ∈ [0, T ]× Ḡ× U

∣∣∣ d
dθ

( ∂g
∂xi

σij

)∣∣∣.
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We use further the designation Rτ = R(τ,Xτ , θ).
Let us prove that under ∆θ → 0

Et,x

[
χτ(θ)<T

f(τ,Xτ ) + ∂ψ
∂t (τ,Xτ )

∆θRτ
· τ(θ+∆θ)∫

τ̃(θ,∆θ)

R(v,Xv(θ + ∆θ), θ + ∆θ)dv −
τ(θ)∫

τ̃(θ,∆θ)

R(v,Xv(θ), θ)dv




−Et,x
[
χτ(θ)<T

(
f(τ,Xτ ) +

∂ψ

∂t
(τ,Xτ )

)∆τ

∆θ

]
→ 0.

(60)

The following equality holds for the integrals in (60)

τ(θ+∆θ)∫
τ̃(θ,∆θ)

R(v,Xv(θ + ∆θ), θ + ∆θ)dv −
τ(θ)∫

τ̃(θ,∆θ)

R(v,Xv(θ), θ)dv

=

τ(θ+∆θ)∫
τ(θ)

R(v,Xv(θ + η∆θ), θ + η∆θ)dv, (61)

where η =

{
1, if τ(θ) < τ(θ + ∆θ),
0, if τ(θ + ∆θ) < τ(θ).

Because R is continuous, then by the mean value theorem
there exits γ, γ ∈ [τ(θ)∧ τ(θ+ ∆θ), τ(θ)∨ τ(θ+ ∆θ)] such,
that the equality holds

τ(θ+∆θ)∫
τ(θ)

R(v,Xv(θ + η∆θ), θ + η∆θ)dv

= R(γ,Xγ(θ + η∆θ), θ + η∆θ)∆τ. (62)

Let us denote C3 = sup
(v,x,θ)∈[0,T ]×∂G×U

∣∣∣ f(v,x,θ)
R(v,x,θ)

∣∣∣. We

rewrite the difference of the mathematical expectations in (60)
taking into account (61), (62) and obtain the following estimate

Et,x

[
χτ(θ)<T

f(τ,Xτ ) + ∂ψ
∂t (τ,Xτ )

∆θRτ
·

(R(γ,Xγ(θ + η∆θ), θ + η∆θ)−Rτ ) ∆τ ] ≤

C3

(
Et,x

[R(γ,Xγ(θ + η∆θ), θ + η∆θ)−Rτ
∆θ

]2
∆θ

) 1
2

·

(
Et,x

(
∆τ
)2

∆θ

) 1
2

. (63)

The value of R(γ,Xγ(θ+η∆θ),θ+η∆θ)−Rτ
∆θ is bounded when

∆θ → 0 because of the continuously of derivatives R in all
arguments and the existence of the mean-square derivative ∂X

∂θ .

The value Et,x

[
(∆τ)2

∆θ

]
is bounded when ∆θ → 0, be-

cause the inequality (15) from [3] for any integer p is valid
Et,x|τ(θ + ∆θ) − τ(θ)|p ≤ C(p)Et,x|Xτ̃(θ,∆θ)(θ + ∆θ) −
Xτ̃(θ,∆θ)(θ)| , where τ̃(θ,∆θ) = τ(θ) ∧ τ(θ + ∆θ), C(p) is
a constant depending on p.

So, we have

Et,x

[ (∆τ)2

∆θ

]
≤ C(2)Et,x

∣∣∣Xτ̃(θ,∆θ)(θ + ∆θ)−Xτ̃(θ,∆θ)(θ)

∆θ

∣∣∣ ≤
C(2)

(
Et,x

(Xτ̃(θ,∆θ)(θ + ∆θ)−Xτ̃(θ,∆θ)(θ)

∆θ

)2) 1
2

→ C(2)
(
Et,x

(∂Xτ

∂∆θ

)2) 1
2

. (64)

Thus, it has been shown that under ∆θ → 0 the right-hand
side of (63) converges to zero, and, consequently the assertion
(60) is valid.

Let us show that under ∆θ → 0 the sum of terms containing
integrals with Rgj can be close to zero by selecting parameters
of λj .

Really, we have under ∆θ → 0

1
∆θ

[ τ̃(θ,∆θ)∫
t

∑
j

Rgj (v, θ + ∆θ)dW γ
j (v)

−
τ̃(θ,∆θ)∫
t

∑
j

Rgj (v, θ + ∆θ)λj(v)dv

−
τ̃(θ,∆θ)∫
t

∑
j

Rgj (v, θ)dW
γ
j (v) +

τ̃(θ,∆θ)∫
t

∑
j

Rgj (v, θ)λj(v)dv
]
→

τ̃(θ,∆θ)∫
t

∑
j

d
dθR

g
j (v, θ)dW

γ
j (v)−

τ̃(θ,∆θ)∫
t

∑
j

d
dθR

g
j (v, θ)λj(v)dv.

(65)
By the Theorem1 the difference

τ̃(θ,∆θ)∫
t

∑
j

d
dθR

g
j (v, θ)dW

γ
j (v)−

τ̃(θ,∆θ)∫
t

∑
j

d
dθR

g
j (v, θ)λj(v)dv

can be approached to zero by selecting the parameters of λj .
Based on the above considerations, the convergence to zero

of the sum of terms in (55) containing the rest integrals with
the functions Rgj in the integrands is evident. The proof of the
theorem is complete.

V. CONCLUSION

The paper proposed and justified a numerical statistical
method for estimating parametric derivatives of functionals of
diffusion processes with absorbing boundary conditions.
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